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Lecture 12. Identification Dr Christian P H Salas

12.1. The identification problem
In the last lecture, we used the following simple two-equation structural model to introduce some

basic concepts:
Q= ap+ P +uy
Q=Bo + Bi(P-E) + u,
endogenous variables: Q. P
exogenous variable: E
Recall that the reduced form of the model is
P=v+yE+wv
Q=0,+8E+ v,
We said that these reduced form equations can be estimated from data to get the parameter
estimates v,*. 1;*. 6,*, 8,*. These can then be used in conjunction with the following formulae to
get estimates for the structural parameters:
a0=50_6‘!ﬂ a’xzﬁ Bozéo"ﬂ B, = %
t8 1 -1 + R
Think of the reduced form parameter estimates y,*, v;*. 8,*. §,* as visible pieces of information
that we have managed to “squeeze out” of our data by estimating the reduced form equations of the
model. Clearly. we will not be able to estimate a structural parameter unless it can be expressed as
a function only of visible pieces of information like these. When faced with a particular structural
equation model, the identification problem is simply this: can the reduced form parameters be
used to deduce unique values of the structural parameters ?

A structural equation model is said to be not identified if we are not able to solve out all the
structural parameters appearing in the model in terms of the parameters of the reduced form
equations. We may be able to solve out some. or even most of the structural parameters, but unless
we can solve out all the structural parameters, we say that the structural model is "not identified”.

A structural equation model is said to be just identified if there is only one way to solve out all the
structural parameters that appear in the model. Our simple two-equation model above is an
example of a just identified model. since the expression for each structural parameter in terms of
the reduced form parameters is unique; it is impossible to obtain two or more different estimates of
a structural parameter by combining reduced form parameters in different ways.

Finally. a structural equation model 1s said to be over identified if there is at least one way to solve
out all the structural parameters in terms of the reduced form parameters. and more than one way
to do so for at least one of the structural parameters. In other words, there is at least one structural
parameter for which we can produce different estimates by combining the reduced form parameters
in different ways, and there is no way of choosing between one particular estimate and another. As
might be expected, this gives risc to certain problems which we shall talk about in a later lecture.

We can apply the same basic definitions of "not identified’. “just identified”. and ‘over identified” to
individual equations. and even to individual parameters. So we can speak of a structural equation
as being not identified. for example, if we cannot solve out all the parameters that appear in that
equation. It may seem a bit strange. but we could in theorv be faced with a structural cquation
model in which one equation was not identified. one just identificd, and one over identified! In that
case. of course. the model as a whole would be “not identified’. even though some equations are
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just identified, and others are over identified. Similarly, we can speak of an individual structural
parameter as being not identified, just identified or over idenufied depending on whether (and in
how many different ways) we can solve it out in terms of reduced form parameters.

12.2. Exclusion restrictions and homogeneous linear restrictions

A structural equation model is abvays ‘not identified’ if there are more structural parameters
than there are reduced form parameters. This is because there are not enough reduced form
parameters “to go round’. so some structural parameters cannot be solved out in a unique way in
terms of reduced form parameters alone. A necessary condition for identification is that there be
at least as many reduced form parameters as there are structural parameters, but this is not a
sufficient condition. In other words. a structural equation model may be “not identified” even when
there are just as many reduced form parameters as there are structural parameters. We shall
provide necessary and sufficient conditions for identification in the next section.

In this section, we shall use the matrix representation of the general structural equation model to
show that the most general form of a structural equation model (i¢. one with a full complement of
unrestricted parameters) is alwavs “not identified’. We shall then see how identification can be
obtained by imposing certain types of restrictions on the structural parameters.

Suppose there are T equations, T endogenous variables and K exogenous variables in the structural
model. The T endogenous variables are denoted by vy, . va. . ... v+, and the K exogenous variables
are denoted by X;; . Xz . ..., Xg;. The structural parameters are the coefficients appearing in the T
equations, cocfficients of endogenous and exogenous variables being denoted by B’s and #'s
respectively. Each structural parameter is written with two subscripts. the first indicating the
equation in which the parameter appears, and the second indicating the variable to which the
coefficient is attached. For each individual i = 1. 2, ... N, we can write out the T structural
equations as follows:

Vi =Buyu + Biyai+ - - - FBirvn T ynXn T YiaXa o+ VX + Uy,
Va = PBayu + Bavai + - - - F Paryn T YaXn + Yoyt e v A YaXg + Uy

The model can be written in matrix terms as
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There are two points to make at this stage. Firstly, a structural equation is never written in such a
way that the same endogenous variable appears both on the left hand side and the right hand side of
the equation. Thus. the clements along the main diagonal of the cocfficient matrix of the
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endogenous variables must all equal zero, otherwise the dependent variable on the left hand side
would also appear on the right. Secondly, the first exogenous variable in each equation is always a
dummy variable taking the value 1. so that its coefficient ¥, represents a constant term in equation
t. Thus, a general structural equation model will have the following matrix representation:

-

lr)’h 0 B ... Bz ’-Yz: f-71: Viz oo Vi [1 Ii-un-]
Yai s B o .. ﬂ:?}y:x VYoo Yoy oeeo Vo | Xa 3 U,
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w= . c . % c 3
|_YT;J Br Br o 0 J Y Yo Yoo 7l Xy U |
Tl TxT Tl TxK Kx1 T3]

Using our notation from the last lecture, this can be written more concisely as

y. = By, + Gx, + u;
Next, consider the reduced form of the model. The general reduced form of T equations. each
expressing an endogenous variable in terms of exogenous variables and disturbances, can be
written as

Y=+ ®pXy -+ X vy
¥ = Ry T RaaXoy 0 oo+ TN + Vo

Vi = Ry F RpaXai + e P TN + vy
(note that x;; has been set equal to 1 in each equation). The ='s represent the reduced form

coefficients, and the v's the reduced form disturbances. Again. these equations can be written in
matrix terms as

¥Yu Ty Appoeee A | Vii
Y. Tay 1 Baxe s By % V.,
el ] 5 . 2 | =
I l |
4! Tre ra e A fXg] | Vn
Tx1 TxK Kxl Tl

We can use our notation from the previous lecture to write this in more concise form as

y, =Ix, + v,
We saw in the last lecture that the relation between the structural form and the reduced form can be
obtained explicitly by solving the structural form as follows:

v, = (I-B)'Gx, + (I-B) 'y,

Thus, we can write the reduced form coefficient matrix in terms of the coefficient matrices of the
structural equation model as

M =(I-B)'G
where IT is a TxK matrix. (I-B)" is a TxT matrix. and G is a TxK matrix. Now. we can estimate
the TK parameters contained in I1 to get TK “visible pieces of information’. But on the right hand
side there are T(T-1) structural parameters in (I-B) ", and TK structural parameters in G. Thus,
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there is a total of T(T-1) + TK structural parameters to be solved out in terms of only TK reduced
form parameters. Since there are more structural parameters than reduced form parameters in

the general structural equation model, the general model is abvays ‘not identified’ when there
are no restrictions imposed on the parameters contained in the matrix (1-B 1G.

There are two basic types of restriction we might impose on the structural parameters in (I-B)'G
to make the structural equation model identified: exclusion restrictions. which simply involve
setting elements of B and G equal to zero (guided as far as possible by theoretical economic
considerations), and homogeneous linear restrictions. which involve setting linear combinations of
structural parameters in B and G equal to zero. To illustrate the use of these restrictions. we can
employ the following two-equation model:

Vi = Prava v e tuy

va =By + 7 FyaNat Uy
This is a general model of the type considered above, with no restrictions imposed on B or G. It
can be written in matrix form as

Yul - | © ﬁ:—Yn-|_ Yaua 7 1] ‘I-U,-l
[Yl:x:l] - ['3:1 (; Ji.V:i_, ' [7:: 7:::[{":;‘1 2 LUI:.J

Now. if we write out the matrices of the cquation TT = (I-B)'G in full. we get
!-7:1 tB:7a Y +ﬂ::7::-|
_|#n ”1:1 _ | 3=8::84 1-8.8, | _ 8
= = 3 1 =(1-B)G
[ Za T [ﬁ:l?iE+YZ? Ba¥ 12 +7 2
l"ﬂn:ﬂ:: l'ﬂ::ﬂ:x

The matrix on the right hand side involves six different structural parameters. but the matrix on the
left can only provide us with four visible pieces of information. Thus. as it currently stands. the
structural equation model must be "not identified”. But suppose we impose the following exclusion
restrictions: ¥1; = 0, ¥32 = 0. y2: = 0. and the following homogeneous linear restriction: Bay + v = 0.
The homogeneous linear restriction implies that B2 = =y2; . so the above matrix equation becomes

By s 0-]

Ty Bz | o 1+ 8.7 4 [
b SR Y 0
L1+ Bia¥ 3 J
Now there are only two different structural parameters involved in the matrix on the night hand
side. By inspection, = = (Buiyn)/(1+Pizyn) and 7y = ¥2,/(14B1~721). so we can solve for the
structural parameters uniquely in terms of reduced form parameters as follows: Bi» = =y/%s; and
¥y = ma/(1-my). Thus. the three exclusion restrictions and the single homogeneous linear
restriction have turned the unidentified general model into the following just identified model:
vi = Brayai + un
Vai = =¥a¥u Y2 T Uy

12.3. Rank and order conditions for identification

We have seen that an unidentified structural equation model can be turned into an identificd model
by imposing restrictions on the structural parameters. What we would now like is a set of easily
verifiable conditions that determine unambiguously whether a particular structural equation model
is identified. The basic approach is to assess the identifiability of each structural equation
individually.



EC2203 QUANTITATIVE METHODS IN ECONOMICS 11 @

In this section, we shall consider a necessary condition for the identification of a structural
equation called the order condition, and a necessary and sufficient condition called the rank
condition. The reason we need both of these is that the order condition is always very easyv to
apply, but the rank condition can be difficult to apply. especially in large models. Most
practitioners just apply the order condition and “hope™ that the rank condition is satisfied. It often
is. but it is best to check the rank condition if at all possible.

It was stated above that the basic approach is to assess the identifiability of each structural
equation individually. The first structural equation in the unrestricted model of the previous section
1$
Y1 = Brava + BV + o F Brrvn v £ YaXy e YNk T Uy
As it stands, this equation involves (T-1) + K structural parameters. The associated reduced form
equation is
¥ii =My F WXy e RN TV
which involves K estimable reduced form parameters (ie. K potentially “visible” pieces of
information). So we have K “known” parameters (the n's) and (T-1) + K unknown parameters (the
B's and the ¥'s). To identifv the structural equation we need more information, and we get it from
economic theory. Economic theory gives us restrictions eg. it might suggest that some variables do
not appear in the structural equation so that their coefficients are zero. or that some coefficients
when added together sum to one or zero. This reduces the number of parameters to be estimated, as
we saw in the previous section. Since a necessary condition for identification is that the number of
reduced form parameters 1s at least as large as the number of structural parameters to be estimated.
the number of restrictions we need in the first equation (denoted by d,) must satisfy
d+K=(T-1)+K

which is equivalent to d, = (T-1)

This is the order condition: in a model consisting of T structural equations, an equation is
identified only if the number of parameter restrictions incorporated in it is greater than or
equal to (T-1). So if a structural model consists of four equations. each individual equation must
incorporate at least three exclusion restrictions and/or homogeneous linear restrictions if it 18 to be
identified. If a structural model consists of ten equations. each individual equation must incorporate
at least nine restrictions etc.. If a structural equation does not satisfy this condition. it cannot be
identified. If it does satisfv this condition, it mayv or may not be identified. and a further test (ie. the
rank condition) is required to make absolutely sure. We shall look 1n detail at an example of how to
apply the rank and order conditions, but let us first state the rank condition. which is a little bit
more involved. The rank condition is as follows: if only exclusion restrictions are incorporated in
a model consisting of T structural equations, an equation is identified if and only if at least
one non-zero (1-1) x(T-1) determinant is contained in the array of coefficients with which those
variables excluded from the equation in question appear in the other equations. If
homogeneous linear restrictions are also incorporated, we again seek a non-zero (T-1)x(T-1)
determinant in an array of coefficients, but now we obtain the array by applying the
homogeneous linear restriction to the other equations. This sounds very complicated. but it is
actually verv easy to apply in the simple examples we shall deal with in this course. We shall go
through some simple examples in the next section. If the rank condition is satisfied. the order
condition is automatically satisfied, but not vice versa, so the order condition is necessary but not
sufficient. (Recall that the rank of a matrix is the order of the largest non-zero determimant that it
contains).
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12.4. Applying the rank and order conditions in practice: some worked examples

In order to apply the rank and order conditions, we follow the following steps. (You will not be
required to deal with homogenous linear restrictions in this course. so the procedure described
below assumes that only exclusion restrictions are being considered. However, we will look at a
simple example involving a homogeneous linear restriction in case vou come across this in vour
later studies).

Step L. First. write the structural equation model in matrix terms in the form v, =By, +Gx, ~u,
Step I1. Second, form the matrix A = [(I-B)|(-G)] (see the examples below).

Step I11. To apply the order condition to the ith equation. count the number of zeros in the ith row
of A. This gives the number of exclusion restrictions incorporated in the ith equation. If the number
of zeros is less than T-1. the equation is not identified. If the number of zeros equals T-1. the
¢quation is just identified by the order condition. If the number of zeros is greater than T-1. the
equation is over identified by the order condition.

Step IV. The rank condition is applied only to those equations which are just identified or over
identified by the order condition. To apply the rank condition to the ith equation. first see what
variables (either endogenous or exogenous) are excluded from it. Then look at the coefficients of
those excluded variables in the remaming equations. An array of these coefficients will have T-1
rows, and as many columns as there are excluded variables. If this arrav has at least one non-zero
(T-1)(T-1) determinant. the ith equation is identified. Otherwise. the equation is not identified.
even if the order condition indicates that it is just identified or over identified.

Note: Do not apply the rank and order conditions to identities, such as ¥, = C, + I, + G, .
Equations like these do not involve unknown parameters, so no question of identification
arises. However, you must include the coefficients of the variables (which are all equal to 1 in
the case of Y, = C, + I, + G, ) in the matrix A = [(I-B)(-G)] in order to apply the rank and order
conditions to the other equations. See example 2 below.
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Example 1:
Assess the identifiability of the following three-equation model by applving the rank and order

conditions:
Vi =0ho + Oy + oaXy t g
V2= P+ Bayr + Pazys + Pasxz +uz
Vi=¥ T YaYst¥aXe T U3
endogenous variables: vy, y1, vz
3 ) exogenous variables: x,.
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Example 2:
Assess the identifiability of the following three-equation model of the goods market using the rank
and order conditions:
C=ay+ oY, + oo +uy
L= [3-: + B:(Y: -Yu) + u:
Y.=C+1+G,
endogenous variables: Y, C.. 1,
exogenous variables: G.
(Note: Y., is the lagged value of the endogenous variable, and therefore predetermined at ume ¢, It
is treated like an exogeneous variable for the purposes of applving the rank and order conditions).
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Assess the identifiability of the following three-equation model of the goods market by applying the
rank and order conditions:

Ci=apt anYe+ a;pY +uy
I = fog + Yo + fooX oy + Poales + itz
Y=C+1,+G
endogenous variables: C, I,, Y,
exogenous variable: G,

l;dssess the identifiability of the following three-equation model by applying the rank and order
conditions: : .

Y:= o+ BiH + foA; + BiE + uy,
H; =0+ 5 Y, + 8:A; + sy
Mi=y+nY. + Yol + uy
endogenous variables: Y, H, M;
exogenous variable: A, E;
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( 0\) Assess the identifiability of the following three-equation model of the goods market by applying the
rank and order conditions:

Co=an* a,yY, + apY +uy
1,= oot Yo+ Poc¥oy + Bl + 1y
Y,=C+1L+G,
endogenous variables: C,, I, Y,
exogenous variable: G,

In  matix Grms -
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L
( ) conditions:
Yi= o+ fiH: + foA; + B:E; + uy
H; =8+ &Y+ 5:A; +ux
M;=yp+ Y+ y-H +uy
endogenous variables: Y, H, M,
exogenous variable: A, E,

A mathax Brws:

il e g o[w 8.
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Assess the identifiability of the following three-equation model by applying the rank and order

By |11 7 W,
O [|& ]| ¥|ua
OJ el'- U h
-g,—

o

°.J
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